
A	GUIDE	TO	USING	AMAZON-AWS	TO	CONDUCT	PARALLEL	PROCESSING	IN	R.	
	

PERRY	WILLIAMS	
	
	
Navigate	to	the	Amazon	EC2	website	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



Select	Amazon	EC2	–	Amazon	AWS:	
	

	
	
	 	



Select	“My	Account”	and	“AWS	Management	Console.”	If	you	haven’t	created	an	
account	you	may	need	to	do	so.	
	

	



Select	EC2:

	
	
	
	
	
	
	
	
	
	
	
	
	
	



Launch	Instance:

	
	
	
	
	
	
	
	
	
	
	
	
	
	



Using	a	Mac,	I	select	Ubuntu	Server	16.04	LTS	(HVM),	SSD	Volume	Type.	
	

	
	
	
	
	
	
	
	
	
	
	
	
	



	
The	m5.24xlarge	Type	has	96	cores	that	can	be	used.		It	costs:	$4.608	per	hour	(as	of	
19April	2018)

	
	
	
	
	
	
	
	
	
	
	
	



Select	“Launch”

	
	
	
	
	
	
	
	
	
	
	
	
	
	



Create	a	KeyPair	for	security.	When	I	originally	created	this	document	the	keypair	I	
created	was	called	“PerryDemKeyPail”.	I	have	since	updated	the	keypair	to	
“PerryKeyPailApril2018”,	and	use	these	interchangeably	throughout	this	document.			
	

	
	
	
	
	
	
	
	
	
	
	



	
	
	
	
	
Save	key	pair	in	a	place	you’ll	be	able	to	find	it,	but	delete	the	“.txt”	part	listed	below	
	

	
	
	
	
	
	
	
	
	
	
	
	



	
	
	
Select	“Launch	Instances”	

	
	
	
	
	
	
	
	
	
	
	



	
	
	
Select	“View	Instances”	

	
	
	
	
	
	
	
	
	
	
	



	
	
	
	
Push	“Connect”	to	get	details	of	how	to	connect	to	instance	via	ssh	

	
	
	



	
Follow	the	4	steps	to	connect	to	instance:	
1.	Open	a	new	terminal/ssh	client.			
	
On	a	Mac,	Command>Space	to	open	Finder,	then	“ter”	followed	by	Return.	



	
	
This	brings	up	a	terminal	window:

	
	
	
	
	
	
	
	



2.	Locate	your	private	key	file.	
I	stored	the	private	key	file	on	the	Desktop	so	type:	
“cd	Desktop”	in	the	terminal:	
	
pwill$	cd	Desktop	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
	
	
	
	
Look	at	files	on	the	desktop	and	notice	.pem	file	is	there.	
	
Desktop	pwill$	ls		
	

	
	
	
	
	
	
	
	
	
	
	
	



3.	Run	chmod	400	PerryKeyPailApril2018.pem	in	terminal	(or	whatever	the	keypair	
is).		
	
Desktop	pwill$	chmod	400	PerryKeyPailApril2018.pem	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
4.	Connect	to	your	instance	using	its	Public	DNS:	
	
Desktop pwill$ ssh -i "PerryKeyPailApril2018.pem" 
ubuntu@ec2-34-217-111-216.us-west-2.compute.amazonaws.com 
	
	

	
	
	
	
	
	
	
	
	
	
	
	



	
Type	in	“yes”	and	push	return	
Desktop	pwill	$yes	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
	
Our	terminal	is	now	connected	to	the	instance	(keep	this	terminal	open	for	later	
use).		

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	
	
Transfer	files	to	instance—I	want	to	transfer	my	files	to	process	on	the	remote	
instance.	I’m	going	to	use	“scp”	(secure-copy-paste)	
	
First	open	new	terminal	(we’ll	put	this	side-by-side	with	the	previous	terminal	
connected	to	the	remote	instance):	
	
Left:	Local	Terminal.	Right:	Remote	terminal		

	
	
	
Next,	on	the	Local	Terminal,	navigate	to	where	key	pair	is	stored:	
	

	
	
	
	
	
	
	
	



Make	sure	it	is	secure.	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



Next	use	‘scp’	to	move	the	files	we	will	need	from	local	directory	to	remote	instance:	
	
Desktop pwill$ scp -ri ~/Desktop/PerryKeyPailApril2018.pem 
~/Dropbox/Katmai_Simulations/RequiredAmazonAWSFiles/ 
ubuntu@ec2-34-217-111-216.us-west-2.compute.amazonaws.com:~	
	
Local	Terminal	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



Go	back	to	the	other	terminal	that	we	kept	open	to	make	sure	the	file	transfer	
worked.	Type	“ls”	and	make	sure	the	file	is	stored	on	the	remote	instance.	The	files	
in	“RequiredAmazonAWSFiles”	are	now	located	in	the	remote	instance.	
	
ubuntu@ip-172-31-15-207:~$ ls 
R  RequiredAmazonAWSFiles 
ubuntu@ip-172-31-15-207:~$ cd RequiredAmazonAWSFiles/ 
ubuntu@ip-172-31-15-207:~/RequiredAmazonAWSFiles$ ls 
3d_ParallelOptimalSampling.R            
KATMseaotterSurveyTransectsUTM583.csv 
Imputed2018Data.RData                   MCMC.Optimal.R 
KATMPotentialSurveyTransectsUTM583.csv  
SimulationData.RData 
	
Remote	terminal	

	
	
	
	
	
	
	
	
	
	
	
	
	



Now	we	need	to	install	R	on	the	remote	instance.	
	
Type	in	the	Remote	terminal:		
sudo apt-key adv --keyserver keyserver.ubuntu.com --recv-
keys E298A3A825C0D65DFD57CBB651716619E084DAB9	
	

	
	
	
Followed	by:	
sudo add-apt-repository 'deb [arch=amd64,i386] 
https://cran.rstudio.com/bin/linux/ubuntu xenial/' 

	
	



Followed	by:

	
	
And	finally:	

 
 
	
Yes,	you	want	to	continue:	
Remote	Terminal	

	
	
	



	
	
Check	is	R	installed	correctly	by	opening	it:	
Remote	Terminal	

	
	
Remote	Terminal	

	



	
	
While	we	have	R	open,	lets	install	the	required	packages	for	our	specific	analysis:	
>	required.packages=c("coda",	
																				"fBasics",	
																				"fields",	
																				"ggmap",	
																				"ggplot2",	
																				"gridExtra",	
																				"gstat",	
																				"inline",	
																				"maptools",	
																				"parallel",	
																				"raster",	
																				"rasterVis",	
																				"RColorBrewer",	
																				"RcppArmadillo",	
																				"rgdal",	
																				"rgeos")	
	
	>	install.packages(required.packages)	
	
	
Remote	Terminal

	
	
Hit	“y”	twice,	and	select	a	CRAN	mirror.		This	will	take	a	minute.	



	
	
	
Remote	Terminal	

	
	
	
	
After	the	packages	are	installed	try:	
	
>	detectCores()	
to	see	how	many	cores	we	now	have	available	for	parallel	processing.	
Remote	Terminal	

	
	



Quit	R	(we’re	going	to	use	BATCH	scripts	to	run	R).	
	

	
	
	
	
The	final	step	is	to	run	the	script	for	parallel	processing.	Our	script	is	entitled:	
“3d_ParrallelOptimalSampling.R”	
	
On	the	Remote	terminal,	after	exiting	R,	navigate	to	where	the	file	is	stored:	
	

	
	
	
	
	
	



Run	R	CMD	BATCH	script	to	run	the	entire	script,	which	saves	the	output.	
	

	
	
	
	
Last,	we	need	to	transfer	the	results	to	our	local	drive	(The	output	will	be	huge):	
	

	
	
	
	


